
Supervised 
Classification

A training sample is used to build the rules
to accurately predict a categorical response.



Example
Italian olive oils
  Number of samples: 572
  Number of variables: 10
Super-classes, 3 regions, and 8 
classes, areas within region.

Explanatory variables are % fatty 
acids in the sample: palmitic, 
palmitoleic, stearic, oleic, linoleic, 
linolenic, arachidic, eicosenoic
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156 7 Datasets

Variable Explanation

region Three “super-classes” of Italy: North, South, and the island
of Sardinia

area Nine collection areas: three from the region North (Umbria,
East and West Liguria), four from South (North and South
Apulia, Calabria, and Sicily), and two from the island of
Sardinia (inland and coastal Sardinia).

palmitic,
palmitoleic,
stearic, oleic,
linoleic,
linolenic,
arachidic,
eicosenoic

fatty acids, % × 100

Primary question: How
do we distinguish the
oils from different regions
and areas in Italy based
on their combinations of
the fatty acids?

Data restructuring: None
needed.

Analysis notes: There are nine classes (areas) in this data, too many to easily
classify. A better approach is to take advantage of the hierarchical structure
in the data, partitioning by region before starting.

Some of the classes are easy to distinguish, but others present a challenge.
The clusters corresponding to classes all have different shapes in the eight-
dimensional data space.

Data files:
olive.csv, olive.xml

How do we distinguish the oils from different regions and 
areas in Italy based on their combinations of the fatty acids?



Visual classification

Code the response using color and symbol, 
explore a variety of plots of the explanatory 
variables, to learn how distinctions between 
classes arise from the explanatory variables.



Strategy

Work from plots of single variables up to 
plots of multiple variables.

Work from large groups to small groups.

After separating out one group, focus on the 
remaining.



One variable

Only oils from 
southern Italy have  
detectable amount of 
eicosenoic acid.

Linoleic acid, and 
oleic, contribute to 
distinguishing north 
from Sardinia.
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4.2 Purely graphics: getting a picture of the class structure 71
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linoleic

Fig. 4.3. Differentiating the oils from the three regions in Olive Oils in univariate
plots. (top row) eicosenoic separates Southern oils (in orange ×es and +es) from
the others, as shown in both an ASH and a textured dot plot. (bottom row) In
plots where Southern oils have been removed, we see that Northern (purple circles)
and Sardinian (green rectangles) oils are separated by linoleic, although there is no
gap between the two clusters.

4.2.2 Building classifiers to predict region

Univariate plots: We first paint the points according to region. Using univariate
plots, we look at each explanatory variable in turn, looking for separations
between pairs of regions. This table describes the correspondence between
region and symbol for the next few figures:

region Symbol

South orange + and ×
Sardinia green rectangle
North purple circle



Two variables
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72 4 Supervised Classification

We can cleanly separate the oils of the South from those of the other
regions using just one variable, eicosenoic (Fig. 4.3, top row). Both of these
univariate plots show that the oils from the other two regions contain no
eicosenoic acid.

In order to differentiate the oils from the North and Sardinia, we remove
the Southern oils from view and continue plotting one variable at a time
(Fig. 4.3, bottom row). Several variables show differences between the oils of
the two regions, and we have plotted two of them: oleic and linoleic. Oils from
Sardinia contain lower amounts of oleic acid and higher amounts of linoleic
acid than oils from the north. The two regions are perfectly separated by
linoleic, but since there is no gap between the two groups of points, we will
keep looking.

Bivariate plots: If one variable is not enough to distinguish Northern oils from
Sardinian oils, perhaps we can find a pair of variables that will do the job.
Starting with oleic and linoleic, which were so promising when taken singly,
we look at pairwise scatterplots (Fig. 4.4, left and middle). Unfortunately, the
combination of oleic and linoleic is no more powerful than each one was alone.
They are strongly negatively associated, and there is still no gap between the
two groups.

We explore other pairs of variables. Something interesting emerges from a
plot of arachidic and linoleic: There is big gap between the points of the two
regions! Arachidic alone seems to have no power to separate, but it improves
the power of linoleic. Since the gap between the two groups follows a non-linear,
almost quadratic path, we must do a bit more work to define a functional
boundary.

!!!!!
!
!!
!
!!!!!!!!!!!!!!
!!
!!!!!
!
!!!
!!!

!
!

!!
!!!

!
!

! !!!!

!

!!!!
!

!

!
!!!!
!!

!!
!
!!

!!!
!

!!
!!
!
!!

!
!

!
!!

!!

!!
!!

!!
!!!
!
!

!

!

!

!!
!

!

!
!

!

!

!

!!!

!

!

!
!

!!

!

!

!

!

!
!!

!
!

! !!

!!

!!

!

!

!
!

!

!

!

!

!!

!

! !
!

!

linoleic

oleic

!
!

!

!

!

!!

!

!

!

!
!!

!!
!

!

!

!

!

!

!!

!
!

!

!

!
!!!

!!

!

!
!
!

!

!

!

!
!

!

!

!

!

!

!

!

!

!

!

!

!!

!

!

!

!

!

!

!!

!!

!

!

!

!!

!

!

!

!

!

!

!

!

!

!

!

!

!

!!

!

!

!

!

!

!

!

!

!

!

!!

!

!

!

!

!

!!

! !

!

!

! !!!

!

!

! !!! !

!

!

!

!

!!

!!

!!

! !!!

!

!!

!

!

!

!

!

!

!!

!

!!!

!

!

!

linoleic

arachidic
!!!

!

!
!!
!
!
!
!!!
!!
!
!

!

!
!

!!!
!!
!
!!!!!!!
!

!!!

!

!

!

!

!

!

!

!

!

!!

!

!

!

!!!!!!

!

!

!

!!

!

!!
!!!!!!

!

!

!

!
!!!!!!!!

!

!!

!

!
!

!
!

!!!

!!

!

!

!

!

!

!

!

!

!

!

!
!!

!
!
!

!

!
!

!

!
!

!

!

!

!

!
!

!

!

!

!!
!

!

!
!!

!!

!

!!
!!

!

!
!

!

!
!!

!

!!
!10 1

arachidic

linoleic

Fig. 4.4. Separation between the Northern (purple circles) and Sardinian (green
squares) oils. Two bivariate scatterplots (left) and a linear combination of linoleic
and arachidic viewed in a 1D tour (right).

We move on, using the 1D tour to look for a linear combination of
linoleic and arachidic that will show a clear gap between the Northern and
Sardinian oils, and we find one (Fig. 4.4, right). The linear combination is

Oils from north and Sardinia can be 
distinguished by oleic and linoleic acid, but 
much better using linoleic and arachidic. A 
linear separation can be obtained by taking a 
projection of linoleic and arachidic.



Your turn

• Subset the data to the oils from the north 
only.

• Find which fatty acids distinguish the oils 
from the three areas, Umbria, East and West 
Liguria.

• Note: These are not as neatly separated as 
the super-classes.



Numerical methods

• Classical (Statistical): More parametric/
explicit assumptions, some guarantees if 
assumptions true.  e.g. linear discriminant 
analysis

• Algorithmic (Data mining): More heuristic, 
implicit assumptions.  e.g. trees, random 
forests



How can graphics help?

• Classical: Check assumptions such as 
whether the samples are consistent with a 
multivariate normal distribution.

• Algorithmic: Open the black box, to learn if 
the algorithm matches the class structure.

• Both: Assess the predictions, and accuracy of 
the rules.



Classical
Normal 
assumption, 
elliptical 
variance-
covariance, 
equal for each 
class.

Olive oils data 
doesn’t follow 
this model.
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Fig. 4.1. Evaluating model assumptions by comparing scatterplots of raw data with
bivariate normal variance–covariance ellipses. For the Flea Beetles (top row), each
of the three classes in the raw data (left) appears consistent with a sample from a
bivariate normal distribution with equal variance–covariance. For the Olive Oils, the
clusters are not elliptical, and the variance differs from cluster to cluster.

classes on each side of the split. The inputs for a simple tree classifier com-
monly include (1) an impurity measure, an indication of the relative diversity
among the cases in the terminal nodes; (2) a parameter that sets the min-
imum number of cases in a node, or the minimum number of observations
in a terminal node of the tree; and (3) a complexity measure that controls
the growth of a tree, balancing the use of a simple generalizable tree against
a more accurate tree tailored to the sample. When applying tree methods,



“book”
2007/7/19
page 68!

!
!

!

!
!

!
!

68 4 Supervised Classification

exploring the effects of the input parameters on the tree is instructive; for
example, it helps us to assess the stability of the tree model.

Although algorithmic models do not depend on distributional assumptions,
that does not mean that every algorithm is suitable for all data. For exam-
ple, the tree model works best when all variables are independent within each
class, because it does not take such dependencies into account. As always,
visualization can help us to determine whether a particular model should be
applied. In classification problems, it is useful to explore the cluster structure,
comparing the clusters with the classes and looking for evidence of correla-
tion within each class. The upper left-hand plot in Fig. 4.1 shows a strong
correlation between tars1 and tars2 within each cluster, which indicates that
the tree model may not give good results for the Flea Beetles. The plots in
Fig. 4.2 provide added evidence. They use background color to display the
class predictions for LDA and a tree. The LDA boundaries, which are formed
from a linear combination of tars1 and tars2, look more appropriate than the
rectangular boundaries of the tree classifier.
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Fig. 4.2. Classification of the data space for the Flea Beetles, as determined by LDA
(left) and a tree model (right). Misclassified cases are highlighted.

Hastie, Tibshirani & Friedman (2001) and Bishop (2006) include thor-
ough discussions of algorithms for supervised classification presented from a
modeling perspective with a theoretical emphasis. Ripley (1996) is an early
volume describing and illustrating both classical statistical methods and al-
gorithms for supervised classification. All three books contain some excellent
examples of the use of graphics to examine two-dimensional (2D) boundaries
generated by different classifiers. The discussions in these and other writings

Classical linear discriminant 
analysis: boundaries are 
consistent with the shape and 
orientation of the class clusters. 
Errors occur along the boundary 
between the two regions.
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exploring the effects of the input parameters on the tree is instructive; for
example, it helps us to assess the stability of the tree model.

Although algorithmic models do not depend on distributional assumptions,
that does not mean that every algorithm is suitable for all data. For exam-
ple, the tree model works best when all variables are independent within each
class, because it does not take such dependencies into account. As always,
visualization can help us to determine whether a particular model should be
applied. In classification problems, it is useful to explore the cluster structure,
comparing the clusters with the classes and looking for evidence of correla-
tion within each class. The upper left-hand plot in Fig. 4.1 shows a strong
correlation between tars1 and tars2 within each cluster, which indicates that
the tree model may not give good results for the Flea Beetles. The plots in
Fig. 4.2 provide added evidence. They use background color to display the
class predictions for LDA and a tree. The LDA boundaries, which are formed
from a linear combination of tars1 and tars2, look more appropriate than the
rectangular boundaries of the tree classifier.
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Fig. 4.2. Classification of the data space for the Flea Beetles, as determined by LDA
(left) and a tree model (right). Misclassified cases are highlighted.

Hastie, Tibshirani & Friedman (2001) and Bishop (2006) include thor-
ough discussions of algorithms for supervised classification presented from a
modeling perspective with a theoretical emphasis. Ripley (1996) is an early
volume describing and illustrating both classical statistical methods and al-
gorithms for supervised classification. All three books contain some excellent
examples of the use of graphics to examine two-dimensional (2D) boundaries
generated by different classifiers. The discussions in these and other writings

Classical linear discriminant 
analysis: boundaries are 
consistent with the shape and 
orientation of the class clusters. 
Errors occur along the boundary 
between the two regions.

Tree: boundaries are 
in horizontal or 
vertical direction. 
Errors occur because 
cluster shape is 
ignored.



Linear Discriminant Analysis
> library(MASS)
> library(rggobi)
> d.olive <- read.csv("olive.csv", row.names=1)
> d.olive.sub <- subset(d.olive,
   select=c(region,palmitic:eicosenoic))
> olive.lda <- lda(region~., d.olive.sub)
> pregion <- predict(olive.lda, d.olive.sub)$class
> table(d.olive.sub[,1], pregion)
   pregion
> plot(predict(olive.lda, d.olive.sub)$x)
> gd <- ggobi(cbind(d.olive, pregion))[1]
> glyph_color(gd) <- c(rep(6,323), rep(5,98), rep
(1,151))
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80 4 Supervised Classification

> table(d.olive.sub[,1], pregion)
pregion

1 2 3
1 322 0 1
2 0 98 0
3 0 4 147

> plot(predict(olive.lda, d.olive.sub)$x)
> gd <- ggobi(cbind(d.olive, pregion))[1]
> glyph_color(gd) <- c(rep(6,323), rep(5,98), rep(1,151))

The top left plot in Fig. 4.9 shows data projected into the discriminant space
for the Olive oils. Oils from the South form the large well-separated cluster at
the left; oils from the North are at the top right of the plot, and are not well
separated from the Sardinian oils just below them.

The misclassifications made by the model are highlighted in the plot,
drawn with large filled circles, and we can learn more about LDA by exploring
them:

Predicted region Error

South Sardinia North
South 322 0 1 0.003

region Sardinia 0 98 0 0.000
North 0 4 147 0.026

0.009

If we use LDA as a classifier, five samples are misclassified. It is not at all
surprising to see misclassifications where clusters overlap, as the Northern
and Sardinian regions do, so the misclassification of four Northern samples as
Sardinian is not troubling.

One very surprising misclassification is represented by the orange circle,
showing that, despite the large gap between these clusters, one of the oils
from the South has been misclassified as a Northern oil. As discussed earlier,
LDA is blind to the size of the gap when its assumptions are violated. Since
the variance–covariance of these clusters is so different, LDA makes obvious
mistakes, placing the boundary too close to the Southern oils, the group with
largest variance.

These misclassified samples are examined in other projections shown by a
tour (bottom row of plots). The Southern oil sample that is misclassified is on
the outer edge of the cluster of oils from the South, but it is very far from the
points from the other regions. It really should not be confused — it is clearly
a Southern oil. Actually, even the four misclassified samples from the North
should not be confused by a good classifier, because even though they are at
one edge of the cluster of Northern oils, they are still far from the cluster of
Sardinian oils.



LDA: Olive oils Classes do not have 
equal, or elliptical 
shape.

This leads to 
unfortunate 
misclassifications. 

There shouldn’t be 
any error, based on 
what we learned 
from the initial 
graphical 
classification. 
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Trees
> library(rpart)
> olive.rp <- rpart(region~., d.olive.sub, 
method="class")
> olive.rp
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As we mentioned above, even when LDA fails as a classifier, the discrimi-
nant space can be a good starting place to manually search the neighborhood
for a clearer view, that is, to sharpen the image. It can usually be re-created in
a projection pursuit guided tour using the LDA index. The projection shown
in the lower left-hand plot of Fig. 4.9 in which the three regions, especially
North and Sardinia, are better separated, was found using manual controls
starting from a local maximum of the LDA index.

4.3.2 Trees

Tree classifiers generally provide a simpler solution than linear discriminant
analysis. For example, on the Olive Oils, the tree formed here:

> library(rpart)
> olive.rp <- rpart(region~., d.olive.sub, method="class")
> olive.rp

yields this solution:

if eicosenoic >= 6.5 assign the sample to South
else

if linoleic >= 1053.5 assign the sample to Sardinia
else assign the sample to North

(There may be very slight variation in solutions depending on the tree imple-
mentation and input to the algorithm.) This rule is simple because it uses only
two of the eight variables, and it is also accurate, yielding no misclassifications;
that is, it has zero prediction error.

The tree classifier is constructed by an algorithm that examines the values
of each variable for locations where a split would separate members of different
classes; the best split among the choices in all the variables is chosen. The data
is then divided into the two subsets falling on each side of the split, and the
process is then repeated for each subset, until it is not prudent to make further
splits.

The numerical criteria of accuracy and simplicity suggest that the tree
classifier for the Olive Oil is perfect. However, by examining the classification
boundary plotted on the data (Fig. 4.10, top left), we see that it is not: Oils
from Sardinia and the North are not clearly differentiated. The tree method
does not consider the variance–covariance of the groups — it simply slices
the data on single variables. The separation between the Southern oils and
the others is wide, so the algorithm finds that first, and slices the data right
in the middle of the gap. It next carves the data between the Northern and
Sardinian oils along the linoleic axis — even though there is no gap between
these groups along that axis. With so little separation between these two
classes, the solution may be quite unstable for future samples of Northern
and Sardinian oils: A small difference in linoleic acid content may cause a new
observation to be assigned into the wrong region.

Rule:

Error: 0 Looks good!
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Fig. 4.10. Improving on the results of the tree classifier using the manual tour.
The tree classifier determines that only eicosenoic and linoleic acid are necessary to
separate the three regions (R plot, top left). This view is duplicated in GGobi
(top right) and sharpened using manual controls (bottom left). The improved
result is then returned to R and re-plotted with reconstructed boundaries (bottom
right).

Tree classifiers are usually effective at singling out the most important
variables for classification. However, since they define each split using a single
variable, they are likely to miss any model improvements that might come
from using linear combinations of variables. Some tree implementations con-
sider linear combinations of variables, but they are not in common use. The
more commonly used models might, at best, approximate a linear combina-
tion by using many splits along the different variables, zig-zagging a boundary
between clusters.

Accordingly the model produced by a tree classifier can sometimes be
improved by exploring the neighborhood using the manual tour controls
(Fig. 4.10, top right and bottom left). Starting from the projection of the
two variables selected by the tree algorithm, linoleic and eicosenoic, we find an

Boundary 
between north 
and Sardinia is 
very tight.

A bigger gap 
obtained by 
creating  new 
variable using 
linoleic and 
arachidic acids.
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84 4 Supervised Classification

> table(d.olive.sub[,1], olive.rf$predicted)
1 2 3

1 323 0 0
2 0 98 0
3 0 0 151

> margin <- olive.rf$vote
> colnames(margin) <- c("Vote1", "Vote2", "Vote3")
> d.olive.rf <- cbind(pred, margin, d.olive)
> gd <- ggobi(d.olive.rf)[1]
> glyph_color(gd) <- c(rep(6,323), rep(5,98), rep(1,151))
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Fig. 4.11. Examining the results of a forest classifier of Olive Oils by region. The
votes assess the uncertainty associated with each sample. The cases classified with
the greatest uncertainty lie far from the corners of the triangles. These points are
brushed (top left), and we examine their location using the linked tour plot (top
right). The introduction of linoarach (bottom) eliminates the confusion between
Sardinia and the North.

Random 
forests

Random forests are made out of trees - so they have the 
same problems.

But they open the black box a little with diagnostics 
including importance and votes
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156 7 Datasets

Variable Explanation

region Three “super-classes” of Italy: North, South, and the island
of Sardinia

area Nine collection areas: three from the region North (Umbria,
East and West Liguria), four from South (North and South
Apulia, Calabria, and Sicily), and two from the island of
Sardinia (inland and coastal Sardinia).

palmitic,
palmitoleic,
stearic, oleic,
linoleic,
linolenic,
arachidic,
eicosenoic

fatty acids, % × 100

Primary question: How
do we distinguish the
oils from different regions
and areas in Italy based
on their combinations of
the fatty acids?

Data restructuring: None
needed.

Analysis notes: There are nine classes (areas) in this data, too many to easily
classify. A better approach is to take advantage of the hierarchical structure
in the data, partitioning by region before starting.

Some of the classes are easy to distinguish, but others present a challenge.
The clusters corresponding to classes all have different shapes in the eight-
dimensional data space.

Data files:
olive.csv, olive.xml



Random forests: more difficult task of 
classifying southern oils

> d.olive.sth <- subset(d.olive, region==1, 
   select=area:eicosenoic)
> olive.rf <- randomForest(as.factor(area)~., 
   data=d.olive.sth, importance=TRUE, proximity=TRUE, 
   mtry=2, ntree=1500)
> order(olive.rf$importance[,5], decreasing=T)
[1] 5 2 4 3 1 6 7 8
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86 4 Supervised Classification

> d.olive.sth <- subset(d.olive, region==1,
select=area:eicosenoic)

> olive.rf <- randomForest(as.factor(area)~.,
data=d.olive.sth, importance=TRUE, proximity=TRUE,
mtry=2, ntree=1500)

> order(olive.rf$importance[,5], decreasing=T)
[1] 5 2 4 3 1 6 7 8
> pred <- as.numeric(olive.rf$predicted)
> table(d.olive.sth[,1], olive.rf$predicted)

1 2 3 4
1 22 2 0 1
2 0 53 2 1
3 0 1 202 3
4 3 4 5 24

> margin <- olive.rf$vote
> colnames(margin) <- c("Vote1", "Vote2", "Vote3", "Vote4")
> d.olive.rf <- cbind(pred, margin, d.olive.sth)
> gd <- ggobi(d.olive.rf)[1]
> glyph_color(gd) <- c(6,3,2,9)[d.olive.rf$area]

After experimenting with several input parameters, we show the results for a
forest of 1,500 trees, sampling two variables at each tree node, and yielding
an error rate of 0.068. The misclassification table is:

Predicted area Error

North Calabria South Sicily
Apulia Apulia

North Apulia 22 2 0 1 0.120
area Calabria 0 53 2 1 0.054

South Apulia 0 1 202 3 0.019
Sicily 3 4 5 24 0.333

0.068

The error of the forest is surprisingly low, but the error is definitely not
uniform across classes. Predictions for Sicily are wrong about a third of the
time. Figure 4.12 shows some more interesting aspects of the results. For
this figure, the following table describes the correspondence between area and
symbol:

area symbol

North Apulia orange +
Calabria red +
South Apulia pink ×
Sicily yellow ×
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4.3 Numerical methods 87

Look first at the top row of the figure. The misclassification table is represented
by a jittered scatterplot, at the left. A plot from a 2D tour of the four voting
variables is in the center. Because there are four groups, the votes lie on a
3D tetrahedron (a simplex). The votes from three of the areas are pretty well
separated, one at each “corner,” but those from Sicily overlap all of them.
Remember that when points are clumped at the vertex, class members are
consistently predicted correctly. Since this does not occur for Sicilian oils, we
see that there is more uncertainty in the predictions for this area.

The plot at right confirms this observation. It is a projection from a 2D
tour of the four most important variables, showing a pattern we have seen
before. We can achieve pretty good separation of the oils from North Apulia,
Calabria, and South Apulia, but the oils from Sicily overlap all three clusters.
Clearly these are tough samples to classify correctly.
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Fig. 4.12. Examining the results of a random forest after classifying the oils of the
South by area. A representation of the misclassification table (left) is linked to plots
of the votes (middle) and a 2D tour (right). The Sicilian oils have been excluded
from the plots in the bottom row.

We remove the Sicilian oils from the plots so we can focus on the other
three areas (bottom row of plots). The points representing North Apulian oils
form a very tight cluster at a vertex, with three exceptions. Two of these
points are misclassified as Calabrian, and we have highlighted them as large
filled circles by painting the misclassification plot.

> pred <- as.numeric(olive.rf$predicted)
> margin <- olive.rf$vote
> colnames(margin) <- c("Vote1", "Vote2", "Vote3", "Vote4")
> d.olive.rf <- cbind(pred, margin, d.olive.sth)
> gd <- ggobi(d.olive.rf)[1]
> glyph_color(gd) <- c(6,3,2,9)[d.olive.rf$area]

“book”
2007/7/19
page 86!

!
!

!

!
!

!
!

86 4 Supervised Classification

> d.olive.sth <- subset(d.olive, region==1,
select=area:eicosenoic)

> olive.rf <- randomForest(as.factor(area)~.,
data=d.olive.sth, importance=TRUE, proximity=TRUE,
mtry=2, ntree=1500)

> order(olive.rf$importance[,5], decreasing=T)
[1] 5 2 4 3 1 6 7 8
> pred <- as.numeric(olive.rf$predicted)
> table(d.olive.sth[,1], olive.rf$predicted)

1 2 3 4
1 22 2 0 1
2 0 53 2 1
3 0 1 202 3
4 3 4 5 24

> margin <- olive.rf$vote
> colnames(margin) <- c("Vote1", "Vote2", "Vote3", "Vote4")
> d.olive.rf <- cbind(pred, margin, d.olive.sth)
> gd <- ggobi(d.olive.rf)[1]
> glyph_color(gd) <- c(6,3,2,9)[d.olive.rf$area]

After experimenting with several input parameters, we show the results for a
forest of 1,500 trees, sampling two variables at each tree node, and yielding
an error rate of 0.068. The misclassification table is:

Predicted area Error

North Calabria South Sicily
Apulia Apulia

North Apulia 22 2 0 1 0.120
area Calabria 0 53 2 1 0.054

South Apulia 0 1 202 3 0.019
Sicily 3 4 5 24 0.333

0.068

The error of the forest is surprisingly low, but the error is definitely not
uniform across classes. Predictions for Sicily are wrong about a third of the
time. Figure 4.12 shows some more interesting aspects of the results. For
this figure, the following table describes the correspondence between area and
symbol:

area symbol

North Apulia orange +
Calabria red +
South Apulia pink ×
Sicily yellow ×



• We can accurately classify the oils from the 
three broad regions

• Classifying the Southern oils is harder, but 
once we remove the Sicilian oils it is much 
easier

Data summary



Summary
• Graphics help us understand:

• Our data: so we can see if a method is 
doing something stupid, or give it extra 
information to help it out

• Our methods: so we can understand what 
assumptions they make

• Same graphics used for analysis and diagnosis

• Combination of analysis and visualisation

• Start with low-D views, then get more 
complicated



Your turn
For the Australian crabs data:

From univariate plots assess whether any individual variables are 
good classifiers of crabs by species or sex.

From either a scatterplot matrix or pairwise plots, determine which 
pairs of variables best distinguish the crabs by Species and by sex 
within species.

Using Tour1D (and perhaps projection pursuit with the LDA index), 
find a 1D projection that mostly separates the crabs by species. 
Report the projection coefficients.

Now transform the five measured variables into principal 
components and run Tour1D on these new variables. Can you find a 
better separation of the crabs by species?

Fit a random forest to the crabs. Which variables are most 
important? For which cases are the predictions more uncertain, 
according to the vote matrix?



Timeline
20 mins Toolbox

30 mins Missing values

45 mins
Supervised 

Classification

45 mins
Unsupervised 
Classification

30 mins Inference

Break


